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Presentation Notes
Konichiwa, ohio, hi, good morning



Cynthia’s Principles of Machine Learning 

1) The Rashomon Effect: There is no "best" model for a finite 
dataset.  

2) Thou shalt not make up a model using domain expertise 
alone. 

3) People do not like to trust models that they don't understand. 

4) Thou shalt not mistake “computationally fast” for “better.”  
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1) Instead there is a large class of equally good models, none of which is the truth.
2) This means: do not ignore the dataset. Let’s not have any homemade predictive models. You think this sounds funny but people do it. Lots of people.
3) The field of machine learning has centered around models that people don’t understand. And people don’t trust those models. For good reason too.
4) It might be worthwhile for the computer to chug for a bit and think about it.

 and give you a better model that you can actually use. This is something many machine learning researchers are confused about. They keep building tools that take shortcuts just to handle larger datasets. But there’s a cost you pay for that in other qualities of the model.
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Let me show you some of the most widely used predictive models in medicine. DM is diabetes .
This model was homemade (next slide).



Data 
 
X: patient histories 
Y: whether patient 
had stroke next year 

Machine 
Learning 

Algorithm 

Model 



Data 
 
X: patient histories 
Y: whether patient 
had stroke next year 

Model 
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This is for predicting recidivism among sexual offenders. In other words, it’s a risk score for whether someone will commit another crime. Let me zoom in.
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Scoring systems are one type of model. Decision trees are another
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http://www.jmir.org/2011/3/e55/
for a particular person, where are they located?
This model was not homemade, it was built by a ml algorithm called CART.
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for a particular person, where are they located?



Decision Trees 

• Why trees? 
 

• CART (Breiman 1993) is arguably the most 
widely used predictive modeling method used in 
industry currently.  
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lets talk a bit more about decisino trees. Actually a lot more.
It doesn’t always produce very accurate models. So why would you want to use it?
Interpretable, intuitive, popular in medical applications because they mimic the way people like to reason. Logical models.
Powerful, nonlinear


I have a love hate relationship with decision trees. I’ll tell you the disadvantages later on. Let me first let you admire the nice things about them.
I want to teach you how these historic algorithms form trees from data.



Decision Trees 
• Example: Will the customer wait for a table at a 

restaurant? 
• OthOptions: Other options, True if there are restaurants nearby. 
• Weekend: This is true if it is Friday, Saturday or Sunday. 
• Area: Does it have a bar or other nice waiting area to wait in? 
• Plans: Does the customer have plans just after dinner? 
• Price: This is either $, $$, $$$, or $$$$ 
• Precip: Is it raining or snowing? 
• Genre: French, Mexican, Thai, or Pizza 
• Wait: Wait time estimate: 0-5 min, 6-15 min, 16-30 min, or 

30+ 
• Crowded: Whether there are other customers (no, some, or full) 

 
 

Credit: Adapted from Russell and Norvig 



Decision Trees 
Example: Will the customer wait for a table at a restaurant? 

 OthOptions Weekend Area Plans Price Precip Genre Wait Crowded Stay? 

x1 Yes No No Yes $$$ No French 0-5 some Yes 

x2 Yes No No Yes $ No Thai 16-30 full No 

x3 No No Yes No $ No Pizza 0-5 some Yes 

x4 Yes Yes No Yes $ No Thai 6-15 full Yes 

x5 Yes Yes No No $$$ No French 30+ full No 

x6 No No Yes Yes $$ Yes Mexican 0-5 some Yes 

x7 No No Yes No $ Yes Pizza 0-5 none No 

x8 No No No Yes $$ Yes Thai 0-5 some Yes 

x9 No Yes Yes No $ Yes Pizza 30+ full No 

x10 Yes Yes Yes Yes $$$ No Mexican 6-15 full No 

x11 No No No No $ No Thai 0-5 none No 

x12 Yes Yes Yes Yes $ No Pizza 16-30 full Yes 
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You can see that this is actually very general. As long as you have observations, with each of them labeled yes or no, then you can create a decision tree that predicts yes or no for a new observation.



Decision Trees 
• Example: Will the customer wait for a table at a 

restaurant? 
 

Crowded? 

No Plans? 
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Yes No Ye
s 

No 

None 

Some 

Full 

Yes No 
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Pizza 

Thai 
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Now you can see why people like them so much




Standard Way to Build a Decision Tree 

• Start at the top of the tree.  
• Grow it by “splitting” features one by one. To 

split, look at how “impure” the node is. 
• Assign leaf nodes the majority vote in the leaf.t 

the end, go back and prune leaves to reduce 
overfitting. 
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Let’s do an example



• Which of these two features should we split on?  

Genre? 
French 

Mexican 

Thai 
Pizza Crowded? 

None Some 
Full 

+  x1,x3,x4,x6,x8,x12 
-   x2,x5,x7,x9,x10,x11 

+ 
-   x7,x11 

+  x1,x3,x6,x8 
- 

+  x4,x12 
-   x2,x5,x9,x10 

+  x1,x3,x4,x6,x8,x12 
-   x2,x5,x7,x9,x10,x11 

+  x1 
-   x5 

+  x6 
-   x10 

+  x4,x8 
-   x2, x11 

+  x3,x12 
-   x7,x9 
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Which gives the most information about whether the customer will wait?
So it’s obvious here, because Genre tells us pretty much nothing by itself. You have an equal number of customers waiting and not waiting in each of the four types. 



• Which of these two features should we split on?  

Genre? 
French 

Mexican 

Thai 
Pizza Crowded? 

None Some 
Full 

+  x1,x3,x4,x6,x8,x12 
-   x2,x5,x7,x9,x10,x11 

+ 
-   x7,x11 

+  x1,x3,x6,x8 
- 

+  x4,x12 
-   x2,x5,x9,x10 

+  x1,x3,x4,x6,x8,x12 
-   x2,x5,x7,x9,x10,x11 

+  x1 
-   x5 

+  x6 
-   x10 

+  x4,x8 
-   x2, x11 

+  x3,x12 
-   x7,x9 

[.08,.99] is good                          [.50,.50] is bad 
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In order to figure out which of these two to split on, the algorithm does a calculation where 



• Which of these two features should we split on?  

Genre? 
French 

Mexican 

Thai 
Pizza Crowded? 

None Some 
Full 

+  x1,x3,x4,x6,x8,x12 
-   x2,x5,x7,x9,x10,x11 

+ 
-   x7,x11 

+  x1,x3,x6,x8 
- 

+  x4,x12 
-   x2,x5,x9,x10 

+  x1,x3,x4,x6,x8,x12 
-   x2,x5,x7,x9,x10,x11 

+  x1 
-   x5 

+  x6 
-   x10 

+  x4,x8 
-   x2, x11 

+  x3,x12 
-   x7,x9 

[.08,.99] is good                          [.50,.50] is bad 
low entropy is good                   high entropy is bad 
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Genre tells us pretty much nothing by itself. You have an equal number of customers waiting and not waiting in each of the four types. 



• Next we’ll split on Plans 

Crowded? 

None Some 
Full 

+  x1,x3,x4,x6,x8,x12 
-   x2,x5,x7,x9,x10,x11 

+ 
-   x7,x11 

+  x1,x3,x6,x8 
- 

+  x4,x12 
-   x2,x5,x9,x10 

Yes No 

No 

Plans? 

+ 
-   x5,x9 +  x4,x12 

-   x2,x10 

No plans 
Yes plans 



Standard Way to Build a Decision Tree 

• Start at the top of the tree.  
• Grow it by “splitting” features one by one. To 

split, look at how “impure” the node is. 
• Assign leaf nodes the majority vote in the leaf. 

 
• At the end, go back and prune leaves to reduce 

overfitting. 
 Why is this a good way to build a tree? 
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So what happened if you split the wrong thing at the top? You’re stuck with it. No way to go back. 



• Bottom line: Decision trees don’t optimize 
anything 
 

• No wonder there’s a tradeoff between accuracy 
and interpretability in predictive modeling… 



Accuracy 

Interpretability  

Computation 

CART 



Accuracy 

Interpretability  

Computation 

What we want 
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we have got to find a way to do better than cart. 
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So we came up with some new ideas.



Scalable Bayesian Rule Lists 

• accurate 
• principled 
• interpretable 
• scalable 
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One of them is working really nicely, called SBRL.



Step 1 of Scalable Bayesian Rule Lists: 
Mine Frequent Patterns 

Presenter
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Let’s say we’re predicting stroke in medical patients…
These conditions need to appear frequently in the database, we only consider patterns that are somewhat frequent. We want to trust the model, so we don’t consider things that happen rarely or for very few patients.
This reduces the size of the problem so we don’t have to consider all possible conditions.



Step 2 of Scalable Bayesian Rule Lists: 
Choose and Assemble Patterns into a Decision List 

Example coming… 



Input: data about each customer, and whether they churned 

Output: predictive model on the next slide 

An Example of a Model for Predicting Customer Churn 
(IBM Watson Telco Customer Churn Data) 
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Want to create this automatically in seconds (in this case we created it in less than a second on a laptop). 



if Contract= 1 Year & StreamingMovies=Yes )    -> P(churn) = 0.20 

else if ( Contract= 1 Year )                                     -> P(churn) = 0.05 

else if ( Tenure<1 year & InternetService=FiberOptic )    -> P (churn) = 0.70 

else if ( Contract=2 year),             ->  P(churn) = 0.03 

else if ( InternetService=FiberOptic & OnlineSecurity=No ) -> P(churn) = 0.48 

else if  ( OnlineBackup=No & TechSupport=No ),   -> P(churn) = 0.41 

else                                                    ->  P(churn) = 0.22 

An Example of a Model for Predicting Customer Churn 
(IBM Watson Telco Customer Churn Data) 
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Want to create this automatically in seconds (in this case we created it in less than a second on a laptop). 



IF past history of stroke                          THEN P(stroke) = 40.5% 

ELSE IF patient takes warfarin reliably THEN P(stroke) = 5.6% 

ELSE IF age<70                                     THEN P(stroke) = 7.2% 

ELSE IF Blood Pressure>110                THEN P(stroke) = 45% 

ELSE IF age<75                                     THEN P(stroke) =  6.8% 

ELSE IF high BMI                       THEN P(stroke)  = 18.4% 

ELSE            P(stroke) = 7.2% 

Stroke Prediction Model (work in progress) 
Input: data about each patient, and whether they had a stroke later 

Output: predictive model 



Solves a special optimization problem over 
decision lists. 

Step 2 of Scalable Bayesian Rule Lists: 
Choose and Assemble Patterns into a Decision List 

maximizemodels  Posterior(model): 

pile of rules size of list 
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How does Step 2 actually work? In step 2, we solve a particular optimization problem that I’ve written here. I won’t tell you what this means, but I’ll tell you the idea behind it, which is Bayesian hierarchical modeling.



What do you want in a model anyway? 

• Accuracy 
– Data should look like it could have been 

generated by the model 

• Gorgeousness 
– Sparsity, Your own beliefs about the truth  

 



Likelihood of data 
to come from 

model 

Prior 
of model 

Posterior 
of model 

Presenter
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I’m going to put up Bayes Rule for predictive modeling. I hope you all know Bayes Rule. Let’s start with the likelihood. Think of likelihood as how accurate the model is in describing the data. How well does the model fit the data. If this model were the true function that generates data, what is the chance I would have gotten the data that I actually did get?.



Likelihood of data 
to come from 

model 

Prior 
of model 

Posterior 
of model 
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How much does the model conform to what you want? You can create the prior to favor models that are more interpretable, by your own definition, so that you’re optimizing both accuracy and interpretability.



Likelihood of data 
to come from 

model 

Prior 
of model 

Posterior 
of model 

Presenter
Presentation Notes
So when you’re optimizing the posterior, you optimize both for accuracy and interpretability.



Solves a special optimization problem over 
decision lists. 

Step 2 of Scalable Bayesian Rule Lists: 
Choose and Assemble Patterns into a Decision List 

Likelihood of data 
to come from 

model 

Prior 
of model 

Posterior 
of model 

Presenter
Presentation Notes
Think of likelihood as how accurate the model is in describing the data. How well does the model fit the data.
How much does the model conform to what you want?



Solves a special optimization problem over 
decision lists. 

Step 2 of Scalable Bayesian Rule Lists: 
Choose and Assemble Patterns into a Decision List 

maximizemodels  Posterior(model): 

pile of rules size of list 

Presenter
Presentation Notes
And so that’s what this is. It is the posterior of the model. This equation is just a mix of accuracy and interpretability.


The likelihood says “if this decision list is the truth, then how likely is it that I saw the data that I did”.
The prior says, please make the list about length lambda, and try to have each rule have eta clauses. And this is what you get after you do a bit of simplifying.



Other SBRL ingredients 

• Very fast bit-vector manipulation. Computational 
reuse. Pre-processing expensive computation. 

• Theoretical bounds that are used as optimization 
cuts. 
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.. let’s see the result.



 

Better 

Better 

CART (blue) - models are 
small but not accurate 

C4.5 (gray) - models are 
more accurate but not small SBRL 



SBRL 
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3 red dots is for 3 folds of the dataset. So that means 3 models. Let’s look at them.



An Example of a Decision List for Predicting Customer Churn 
(IBM Watson Telco Customer Churn Data) 
Model from Fold 1 

if Contract= 1 Year & StreamingMovies=Yes )    -> P(churn) = 0.20 

else if ( Contract= 1 Year )                                     -> P(churn) = 0.05 

else if ( Tenure<1 year & InternetService=FiberOptic )    -> P (churn) = 0.70 

else if ( Contract=2 year),             ->  P(churn) = 0.03 

else if ( InternetService=FiberOptic & OnlineSecurity=No ) -> P(churn) = 0.48 

else if  ( OnlineBackup=No & TechSupport=No ),   -> P(churn) = 0.41 

else                                                    ->  P(churn) = 0.22 
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I showed you this one before, but the other two are very similar.



Model from Fold 2 

if  ( Contract=One_year & StreamingMovies=Yes ) -> P(churn) = 0.20 

else if  ( Tenure<1 year & InternetService=Fiber_optic )     ->  P(churn) = 0.70 

else if ( Tenure<1year&OnlineBackup=No )            ->  P(churn) = 0.44 

else if ( InternetService=Fiber_optic&Contract=Month-to-month ) -> P(churn) = 0.43 

else if ( Contract=Month-to-month )             ->  P(churn) = 0.22 

else                    ->  P(churn) = 0.03  

Presenter
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They look like rules of thumb, but they are actually powerful predictive models. You might actually be able to convince someone to trust these models.



Model from Fold 3 

if  ( Contract=One_year & StreamingMovies=Yes ) -> P(churn) = 0.25 

else if  ( Contract=One Year )              ->  P(churn) = 0.03 

else if ( Contract=Two Year )                               ->  P(churn) = 0.05 

else if (Tenure<1year & InternetService=Fiber_optic )         -> P(churn) = 0.69 

else if (TechSupport=No&OnlineSecurity=No )       ->  P(churn) = 0.45 

else                     ->  P(churn) = 0.25  



 



Limits: 1 million data points, hundreds of rules: 2700 sec 
            50K data points, 50K rules: 9000 sec 
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… so not bad considering that many real problems are not actually this size, or that they can easily be reduced to problems of this size without losing information.



Cynthia’s Principles of Machine Learning 

1) The Rashomon Effect: There is no "best" model for a finite 
dataset.  

2) Thou shalt not make up a model using domain expertise 
alone. 

3) People do not like to trust models that they don't understand. 

4) Thou shalt not mistake “computationally fast” for “better.”  

5) If you want both accuracy and interpretability…. 

optimize for them 
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So back to the principles. *read*
This brings me to the fifth and final point, which is….



Implications in 

• Energy (equipment failure prediction) 
• Healthcare (scoring systems, diagnose/predict) 
• Criminology (who will commit a crime?) 
• Marketing (understanding customer preferences) 
• : 
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Since CART is the most widely used predictive modeling method in industry now, it’s clear there will be a lot of applications for this technique, and all someone has to do is replace the CART code with our code. So there are applications in…



*Code for SBRL is publicly available on CRAN 
and on my website. Creative Commons License. 



Thanks 

*code for SBRL is publicly available on CRAN and on my website 
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Arrigato gozaimasu
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