Green clouds:
the next frontier
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Talk roadmap

Predicting the future

Challenges and opportunities

Inventing the future

The era of crossdisciplinary innovation
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Of course...

obligatory reference /

to Moore’s Law!
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REMEMBER: WITH GREAT
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The cost of power and cooling is CURRENT SOUARED
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Beyond energy

efficiency to... 191 TeraWatt Hours
Estimated annual electricity use by all servers in 2012
! 4N vivalent to powering all of Mexico in
Sustainability Falent o povenng ol of Hesico 1 2007
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Global carbon emissions
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Another key
challenge...

scale

MIPS per Watt

MIPS per What?
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Multi-cores
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5 global data centers
X 40 containers per dc
X 10 racks per container
X 4 enclosures per rack
X 16 blades per enclosure
X 2 sockets per blade
X 32 cores per socket
X 10 VMs per core
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Cloud-scale
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1)
81,920,000
Virtual servers
Bring-up Tuni
Operations meng
. . Retirement
Diagnostics
o
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Huge problem

Large traction
of total IT costs
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The
- manageability walll

IT costs

10-20%
hardware

Also...

80-90%

services, operations, telecom,
people, & training expenses

Re|i0bi|i’ry One-tenth High-volume low-cost
challenges total costs! o e

pead horses § Riller sharks!

1.1000X Performance @ exascale

2. low power and sustainability H OW CO n We

3. Scalable coordinated management

We have a competitive
advantage becanse we have

4. Reliability from increasingly unreliable components

he [bedpejf d”d st 5. Low costs and innovation over volume componemi O d d ress
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Eic Schmich, Goog opporiunities challenges?
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Power Struggles!
Will need examples
cross-disciplinary
co-design
@ : (2}

Cross-disciplinary
collaboration across...

systems, architecture,

, power & cooling,
iy B e} control theory

Coordinated

management | ®

It works well! It works well!
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B Unified B Baseline
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Interfaces?
Extensibility?
Federation?

Scale?

Supply vs demand side

energy consumption
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Designing for sustainability

Energy in extraction,
transport, manufacturing,
reclamation...

Energy in operation

Cross-disciplinary
collaboration across...
computer engg,

environmental engg,
mechanical engg...

®
Exergy to mE=mm
capture

destruction of

resources

®
Revisit systems
management/design
for total lifecycle
exergy...

®

Partha Ranganathan

Dematerialized datacenters

m Spine

@ Compute Blade (high thermal density)

0 Memory/Network Blade (low thermal density)
O Fan bank

m DX Air-conditioning Unit

O Plenum for DX Unit

m Inter-spine Communication (Top-of-rack Switch)
O Intra- ication
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Disaggregation, Dedensification
Dematerialization, Ensembles
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2X better exergy!
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2X better exergy New tradeoffs for

. optimization...
...over aggressive

energy-optimized New opportunities

baseline
Cross-disciplinary , S—
collaboration across... Cloud 2018 will
device physics, computer be about data

engineering, systems

sortware... _
in seven years
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Hierarchy helps Exergy overhead Technology
data-centric trends enable

Eerformonce Materials new designs...
ut... Power
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3D-stacked Memristors
for non-volatile storage?

Diode-less architecture (4F2), Stack multiple layers, Materials integration w/ CMOS

"y Scientists Create First Memristor: Missing Fourth Electronic Cireuit)
Ek

What would you do with

TBytes

nonvolatile storage on-chip?
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. From uprocessors to

Simpler processors at Disconﬁnu ”-y in nanostores...
+ near-threshold voltage for _

higher energy efficiency GSSUmphons fhat e B ‘5:
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Photonics for improved d 5 i ﬁ[
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6X-34X Performance/Watt
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New designs...

New opportunities

Just a few
examples. ..

It aint your
grandmother’s
future....

Exciting times
ahead!
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Closing...

What does all of

this mean for you?

Green clouds:
The next frontier ;
Exciting times ahead

Era of cross-disciplinary codesign
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