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Figure 1: The same individual imaged with the same camera and seen with nearly the same facial 
expression and pose may appear dramatically different with changes in the lighting conditions. The two 
leftmost images were taken indoors and the two rightmost were taken outdoors. All four images were taken 
with a Canon EOS 1D digital camera. Before each acquisition the subject was asked to make a neutral 
facial expression and to look directly into the lens.  
 
It has been observed that “the variations between the images of the same face due to illumination 
and viewing direction are almost always larger than image variations due to change in face 
identity” [46]. As is evident in Figures 1 and 2, the same person, with the same facial expression, 
can appear strikingly different when light source direction and viewpoint vary.  These variations 
are made even greater by additional factors such as facial expression, perspiration, hair styles, 
cosmetics, and even changes due to aging. 
 
The problem of face recognition can be cast as a standard pattern classification or machine 
learning problem: Given a set of face images labeled with the person's identity (the gallery set) 
and an unlabeled set of face images from the same group of people (the probe set), we seek to 
identify each person in the probe images. This problem is attacked in three steps. In the first step, 
the face is located in the image; this process, known as face detection, is in many respects as 
challenging a problem as face recognition, see [68b, 70b] for more detail. In the second step, a 
collection of descriptive measurements known as a feature vector is extracted from each image. 
In the third step, a classifier is trained to assign to each feature vector a label with a person’s 
identity. (Note that these classifiers are simply mathematical functions which, given a feature 
vector, return an index corresponding to a subject’s identity.)  
 
Over the last few years, numerous feature extraction and pattern classification methods have 
proposed for face recognition, see surveys [59, 7, 17, 50, 77]. For decades, geometric feature-
based methods [21, 33, 35, 34, 27, 26, 59, 6, 69, 42] have used properties and relations (e.g., 
distances and angles) between facial features such as eyes, mouth, nose, and chin to perform 
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recognition. Despite their economical representation and their insensitivity to small variations in 
illumination and viewpoint, feature-based methods are quite sensitive to the feature extraction 
and measurement process. It has been argued that existing techniques for the extraction and 
measurement of facial features are not reliable enough [12].  It has also been claimed that 
methods for face recognition based on finding local image features and inferring identity by the 
geometric relations of these features are often ineffective [6].  
 
Methods have been introduced over the last decade that use low-dimensional representations of 
images of objects or faces to perform recognition. See for example [36, 66, 23, 51, 55, 47, 45, 
25]. These methods, often termed appearance-based methods, differ from feature-based 
techniques in that their low-dimensional representation is, in a least-squares sense, faithful to the 
original image. Techniques such as SLAM [47] and Eigenfaces [66] have demonstrated the power 
of appearance-based methods both in ease of implementation and in accuracy.  Here the feature 
vector used for classification is a linear projection of the face image into a lower-dimensional 
linear subspace. In extreme cases, the feature vector is chosen as the entire image, with each 
element in the feature vector taken from a pixel in the image.  
 
Despite their success, many of the appearance-based methods suffer from an important drawback: 
recognition of a face under a particular lighting condition, pose, and expression can be performed 
reliably provided the face has been previously seen under similar circumstances. It is precisely 
this variation in appearance between images of the same person that confounds appearance-based 
methods. To demonstrate just how severe this variability can be, an array of images is included 
showing variability in the Cartesian product of pose x lighting for a single individual, see again 
Figure 2.  
 
If the gallery set were to contain a very large number of images of each subject taken from many 
poses, under many lighting conditions, and with many facial expressions, then one might expect 
that even the simplest appearance-based classifier might perform well. In the deployment of face 
recognition systems, however, there are usually only a few gallery images per person from which 
the classifier must learn to discriminate between individuals.  
 
In an effort to overcome this obstacle, there has been a recent surge in work on 3-D face 
recognition. The idea here is build face recognition systems that use a handful of images acquired 
at enrollment time to estimate models of the 3-D shape of each face. These 3-D models can then 
be used to synthetically render images of each face under novel pose and lighting conditions – 
effectively increasing the gallery set for each face. Alternatively, these models can be used in an 
iterative fitting process in which the model for each face is rotated, aligned, and synthetically 
illuminated to best match the probe image. Conversely, the models can be used to warp a probe 
image of a face back to a canonical frontal viewpoint and lighting condition. In both cases the 
identity is chosen as that corresponding to the model with the best fit.   
 
The 3-D models of the face shape can be estimated by a variety of methods. In the simplest of 
methods the face shape is assumed to be a generic average of a large collection of sample face 
shapes acquired from laser range scans. In [18b, 19], the face shape is estimated from the shading 
changes in multiple enrollment images of the same face seen under varying lighting conditions. In 
[35b], the shape is estimated using binocular stereopsis on two enrollment images taken from 
slightly different view points. In [48b], the shape is estimated from deformations in grid pattern 
of IR light projected onto the face. In [5c], the 3-D face shape is inferred from the shading in a 
single image using a parametric model of face shape. In much of the 3-D face recognition work, a 
bootstrap set of prior training data of face shape and reflectance, taken from individuals not in 
either the gallery or probe sets, is used to better the shape and reflectance estimation process. 
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Figure 2: Images of a single individual from the Yale Face Database B showing the variability due to 
illumination and pose. The images have been divided into four subsets (1 through 4 from top to bottom) 
according to the angle the light source direction makes with the camera axis. Every pair of columns shows 
the images of a particular pose (1 through 9 from left to right). 
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Figure 3: The top row shows seven gallery images of the face used to compute the shape and reflectance of 
the face as shown in the bottom row. The method used to do this is a variant of what is known as 
photometric stereopsis, see  [18b] for details. 

 
 
The above list is just a small sampling of the work that is going on in this area, much of it too 
new to appear in surveys.  To see the potential of these approaches, we show results from [18b]. 
Here seven images under variable lighting are used to estimate the face shape and reflectance and 
this is in turn used to synthesize images of the face shown in Figure 4 under the same conditions 
shown in Figure 2. Note that much of the appearance variation in pose and lighting can be 
inferred from as few as nine gallery images. 
 
Yet, while recent advances in 3-D face recognition have gone a long way toward addressing 
complications due to pose and lighting, much remains to be done. Natural outdoor lighting has 
proven difficult, not simply because of the strong shadows cast by a light source such as the sun, 
but also because subjects tend to distort their faces when illuminated by a strong source; compare 
again the indoor and outdoor expressions of the subject in Figure 1. Furthermore, there has been 
very little work to address complications arising from voluntary changes in facial expression, the 
use of eyewear, and the more subtle effects of aging. The hope, of course, is that many of these 
effects can be modeled in much the same manner as face shape and reflectance and that 
recognition performance will continue to improve over the coming decade. 
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Figure 4: Synthesized images of the same individual and under the same illumination and viewpoints as in 
Figure 2. As before, the synthesized images have been divided into four subsets (1 through 4 from top to 
bottom) according to the angle the light source direction makes with the camera axis. Every pair of 
columns shows the images from a particular pose (1 through 9 from left to right). Note that all the images 
were generated synthetically from seven gallery images with frontal pose. 
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